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TYPICALITY EFFECTS IN CONTINGENCY-SHAPED GENERALIZED
EQUIVALENCE CLASSES

MARK GALIZIO, KATHERINE L. STEWART, AND CAROL PILGRIM

UNIVERSITY OF NORTH CAROLINA AT WILMINGTON

Two experiments were conducted using match-to-sample methodologies in an effort to model lexical
classes, which include both arbitrary and perceptual relations between class members. Training in
both experiments used a one-to-many mapping procedure with nonsense syllables as samples and
eight sets of abstract stimuli as comparisons. These abstract stimuli differed along a number of
dimensions, four of which were critical to the experimenter-defined class membership. Stimuli in
some comparison sets included only one of the class-defining features, but stimuli in other sets
included two, three, or all four of the critical features. After mastery of the baseline training, three
types of probe tests were conducted: symmetry, transitivity/equivalence, and novel probe tests in
which the training nonsense syllables served as samples, and comparisons were novel abstract stimuli
that included one or more of the class-defining features. Symmetry and transitivity/equivalence
probe tests showed that the stimuli used in training became members of equivalence classes. The
novel stimuli also became class members on the basis of inclusion of any of the critical features.
Thus these probe tests revealed the formation of open-ended generalized equivalence classes. In
addition, typicality effects were observed such that comparison sets with more critical features were
learned with fewer errors, responded to more rapidly, and judged to be better exemplars of the
class. Contingency-shaped stimulus classes established through a match-to-sample procedure thus
show several important behavioral similarities to natural lexical categories.

Key words: stimulus equivalence, categorization, concept learning, stimulus control, typicality ef-
fects, prototypes, adult humans

Sidman and Tailby’s (1982) seminal analy-
sis of stimulus equivalence showed that con-
ditional discrimination contingencies could
produce stimulus classes with language-like
emergent properties. Although there is con-
siderable theoretical debate on whether these
phenomena are best viewed as relational
frames (e.g., Hayes, Barnes-Holmes & Roche,
2001), the product of a special ‘‘naming’’ re-
lation (e.g., Horne & Lowe, 1996), or as a
fundamental process (e.g., Sidman, 1994,
2000), there is great agreement within the be-
havior-analytic community that these ap-
proaches are providing new insights into ver-
bal behavior, particularly the control exerted
by complex stimulus classes like natural lan-
guage concepts or categories.

Unfortunately, behavior-analytic approach-
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es do not appear to have had much impact
on conceptualizations of categorization out-
side of behavior analysis. For example, a re-
cent interdisciplinary collection of classic and
current papers on concepts (Margolis &
Laurence, 1999) presents over two dozen pa-
pers from philosophy, linguistics, and cogni-
tive psychology. Concepts and categories are
considered from a variety of theoretical per-
spectives including prototype theories, ex-
emplar theories, classic definitional theories,
theories that posit the innateness of catego-
ries (e.g., Fodor, 1990), and theories in which
categories are defined in terms of ‘‘essence
placeholders’’ (e.g., Medin & Ortony, 1989),
but recent developments in behavior analysis
are not represented. One explanation for this
neglect may be that cognitive psychologists
are simply unaware of these developments.
The following quotation from the introduc-
tion of the book supports this: ‘‘Yet another
alternative [to the view of concepts as ‘‘men-
tal particulars,’’ ‘‘structured mental represen-
tations,’’ ‘‘abstract entities,’’ or ‘‘essence
placeholders’’] is the view that concepts are
. . . behavioral abilities. We take it that be-
havioral abilities are ruled out for the same
reasons that argue against behaviorism in
general (see Chomsky, 1959)’’ (p. 6).
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Certainly if Chomsky’s (1959) review of
Skinner’s (1957) Verbal Behavior is seen as the
final word on behavioral approaches, a great
deal has been missed. But another possibility
is that the relevance of behavior-analytic work
on topics related to categorization has not al-
ways been made clear to researchers outside
of our field. For example, Harnad (1996) ar-
gued that equivalence methodologies lack
relevance to problems of language and sym-
bolization because the classes formed involve
arbitrary relations, and in his view, an impor-
tant aspect of natural language categories is
that they involve perceptual relations—the
abstraction of invariant properties of stimuli.
The significance of this to Harnad is that
once the category is learned through ‘‘honest
toil’’ (i.e., through exposure to the contin-
gencies), the subject is now able to categorize
novel stimuli that possess the relevant prop-
erties, and to combine categories through
what Harnad calls ‘‘symbolic theft.’’ Thus a
child who has learned to name horses can
respond appropriately when exposed to a
horse that she has never seen before. More-
over, if she has learned to categorize on the
basis of stripes, she can identify her first zebra
upon simply being told that it is a horse with
stripes. As Harnad puts it: ‘‘that’s symbolic/
propositional theft; it can spare you an awful
lot of honest toil; and it is the true power of
language’’ (p. 264). Harnad sees equivalence
research as irrelevant because it focuses on
arbitrary classes, which lack much of this pow-
er.

Perhaps such confusions over issues of ex-
ternal validity follow from the behavior-ana-
lytic emphasis on experimental control. Be-
havior analysts have a long tradition of
viewing concepts and categories in terms of
basic behavioral principles. Keller and
Schoenfeld (1950) defined concepts as in-
volving generalization within, and discrimi-
nation between classes of stimuli. The pro-
cedures used to study stimulus equivalence
represent one method of providing for dis-
crimination between classes (or class parti-
tion; Sidman, 1994, 2000). In this instance,
researchers have traditionally used arbitrary
classes in order to provide a relatively pure
experimental preparation—not for modeling
purposes. Nothing in any of the behavior-an-
alytic theories requires that stimulus class
members must be physically unrelated. It is

simply easier to identify the source of emer-
gent relations when they are. It seems evident
that equivalence classes would include not
merely the trained stimuli, but through stim-
ulus generalization would also include physi-
cally similar stimuli, and Fields and his asso-
ciates have provided elegant experimental
demonstrations of generalized equivalence
classes (see Fields & Reeve, 2000 for a re-
view). However, primary stimulus generaliza-
tion is not sufficient to account for many ex-
amples of categorization. In many instances
of categorizing, such as those described by
Harnad (1996), control by abstracted stimu-
lus properties, or combinations thereof, is re-
quired (see Herrnstein, 1990).

For example, many lexical classes have
been described as ‘‘family resemblance’’ clas-
ses because class members may be character-
ized by one or more related features or prop-
erties, but no particular feature is necessarily
common to all class members. Such classes
are often characterized by typicality effects:
that is, more typical class members—perhaps
those with a greater number of family fea-
tures—are responded to differently than less
typical class members (Rosch & Mervis,
1975). In a number of experiments, stimuli
rated as most representative of the category
(prototypes) are more frequently produced
in recall tests (Mervis, Catlin, & Rosch, 1976),
are categorized more rapidly (Murphy &
Brownell, 1985; Rips, Shoben, & Smith,
1973), and are more rapidly learned (Rosch,
Simpson, & Miller, 1976) among other typi-
cality effects. Indeed, such typicality effects
have come to be considered a hallmark of
lexical classes and have played a critical role
in the development of cognitive theories of
concepts and categories (see Murphy, 2002,
for a review).

Stimulus equivalence methodology can be
readily adapted to the study of family resem-
blance stimulus classes. In the present study
we sought to determine whether generalized
equivalence classes with family resemblance
characteristics could be developed by arbi-
trary match-to-sample training. We wondered
whether subjects would show symbolic theft
in reaction to novel stimuli after such train-
ing, and whether parallels to the typicality ef-
fects noted with lexical categories would be
observed. It is important for behavior analysts
to develop experimental paradigms for the
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Fig. 1. Training stimuli used in Experiment 1. The A
row of stimuli shows the trigrams that served as samples
on training trials. Rows B through I show the stimuli that
served as comparisons with each row revealing the com-
parison stimuli for a particular trial type. (1F, 2F, 3F, and
4F 5 one, two, three, and four critical features, respec-
tively; B 5 base; I 5 inserts; F 5 fill; A 5 appendages.)

production and analysis of complex, naturally
occurring phenomena, and the present study
represents such an effort.

EXPERIMENT 1

METHOD

Subjects

A total of 19 undergraduate students from
the University of North Carolina at Wilming-
ton participated in the study. All subjects re-
ceived credit to fulfill introductory psycholo-
gy course requirements for their first
experimental session. If eligible, subjects also
received course credit for their second ses-
sion, but if not, they were paid $5 for the
second session. One subject who failed to
meet the baseline training criteria was
dropped from the study leaving 18 subjects
who completed the experimental protocol.

Apparatus

Subjects were individually trained and test-
ed on color Macintosht computers with the
use of match-to-sample software developed by
Dube (1991). Stimuli were black nonsense tri-
grams approximately 7.5 mm by 20 mm in
size, and black and white abstract drawings
created with standard drawing software ap-
proximately 40 by 40 mm in size (see Figure
1). Subjects were tested individually in a small
quiet room for two 1-hr sessions separated by
no more than 1 week.

Procedure

The procedure included three phases:
baseline training, equivalence and novel
probe testing, and a sorting task. All subjects
were instructed to look at the sample stimu-
lus in the center of the screen and to ‘‘use
the mouse to position the cursor on it and
click’’ to produce other stimuli. Subjects also
were instructed to pick the comparison stim-
ulus that ‘‘goes with’’ the sample stimulus by
clicking on it, that colored stars and music
were worth one point, that a buzzer subtract-
ed a point, and that they were to try to earn
as many points as possible. The subjects were
further instructed that sometimes responses
would not produce feedback and that when
this happened no points were added or sub-
tracted from their score. Finally, subjects were
told that the experimenter was interested in

how rapidly they could make their choice and
that ‘‘once you learn which objects go with
each syllable, it is essential that you make
your choices as quickly as you can.’’

Baseline training. Each trial began with the
presentation of a sample stimulus in the cen-
ter of the screen. Following the observing re-
sponse (i.e., a mouse click on the sample),
three comparison stimuli appeared immedi-
ately in the corners of the screen and re-
mained on the screen until a selection was
made. Following a response designated as
correct, a brief fanfare sounded accompanied
by the appearance of numerous colored stars
on the screen. Following an incorrect re-
sponse, a buzzer sounded. In either case, the
screen went blank for a 1.5-s intertrial inter-
val followed by the presentation of the next
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sample. Figure 1 illustrates the stimuli and
also indicates the baseline trial types. One of
the nonsense syllables (wug-A1, jom-A2, niz-
A3) always served as the sample, and one of
the eight stimulus sets (B through I) was pre-
sented as the three comparisons. Comparison
stimuli differed along seven dimensions, four
of which defined the contingencies of the
conditional discrimination training. The crit-
ical features were fill (F), inserts (I), append-
ages (A), and base (B), seen in Figure 1; each
could be presented as the only critical fea-
ture, or could appear in combinations of two,
three, or four critical features. For example,
when A1 (wug) was the sample, clicking on
stimuli with scales for fill, bars for inserts,
looped appendages, or an irregular base,
alone or in any combination (stimuli B1
through I1), produced the display of stars
(point gain). Responding to other compari-
son stimuli produced the buzzer (point loss).
When A2 (jom) was the sample, the class-con-
sistent features were a striped fill, elliptical in-
serts, straight appendages, and a circular
base; and for A3 (niz), they were a checkered
fill, dots for inserts, curved appendages, or a
square base. Irrelevant features included the
shape of the figure, thickness of outline, lo-
cation of the base, and location and number
of appendages and inserts. For example, to
ensure that the shape of the stimuli would
not provide a basis for correct responses, one
set of eight arbitrary, abstract shapes was
used. The eight different shapes were used
equally often (three times) with each of the
three trained classes. For example, stimuli B1,
F2, and I3 all had the same shape (Figure 1).
In addition, the shape outlines had two pos-
sible thickness values, and each was used in
half of the stimuli of each trained class. Only
8 of the 15 possible arrangements of the four
defining features were used. These eight ar-
rangements ensured that each defining fea-
ture was presented the same number of
times, to control for the amount of experi-
ence with each feature (i.e., each defining
feature was represented in four of the com-
parison arrays). As Figure 1 shows, the B com-
parison array had all four of the class-consis-
tent features, and thus could be described as
prototypes. The C and D arrays included
three of the four defining features (C: fill,
appendages, and base; D: insert, appendages,
and base). The E comparison array had a

combination of two class-consistent features,
fill and insert, and the F, G, H, and I com-
parison arrays included stimuli that had only
one of the four defining features (F, base; G,
inserts; H, fill; and I, appendages).

Training was arranged in blocks of 24 trials
with each block including one each of the
possible trial types illustrated in Figure 1 pre-
sented in random order (i.e., each compari-
son array was presented once with each of the
three sample stimuli). The positions of the
comparison stimuli were randomized
throughout any given trial block with the con-
straints that for any two consecutive trials no
one screen position was correlated with re-
inforcement, no one stimulus could occur in
a given screen position, and no sample stim-
ulus could be repeated. When subjects com-
pleted a block of trials, the next block began
without interruption until a mastery criterion
of two consecutive trial blocks with 22 of 24
trials correct (i.e., choices designated as cor-
rect were made on 22 of the 24 trials of that
block) was met. To prepare subjects for the
absence of feedback on probe trials, addition-
al baseline training blocks were then pro-
grammed with reinforcement densities re-
duced to 75% and then to 50%, with
no-reinforcement trials distributed randomly
across trial types. Subjects had to complete
one block at each reinforcement density with
22 of 24 trials correct to move to the next
phase. Thus, to complete baseline training,
subjects had to meet the mastery criteria on
four separate training blocks.

Symmetr y, equivalence, and novel stimulus
probe tests. Following completion of baseline
training, subjects were exposed to a series of
probe-trial blocks that were designed to test
for symmetry, equivalence, and generalized
control by class-consistent features of novel
stimuli. Each trial block contained only one
of these three probe types intermixed with
baseline trials, and subjects cycled through
the three block types for the duration of the
session. In order to minimize the effect of tri-
al order effects, for each block type, trials
were presented in one of three different ran-
domized orders, called Orders A, B, and C.
One third of the subjects were exposed to Or-
der A first, whereas one third was exposed to
Order B first and another third to Order C.
After completing one set of probe blocks,
subsequent blocks rotated through the three
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different orders of trial presentation. The
first experimental session ended after 50 min
or completion of two sets of all probe-trial
blocks, whichever came first. In the second
session, subjects were again required to meet
criterion on baseline-only trial blocks before
probe trials were presented, and completion
of two sets of all probe-trial blocks or 40 min
marked the end of computer testing. All sub-
jects completed a minimum of two sets of
probe-trial blocks and some completed as
many as six probe-trial blocks.

Symmetry-trial blocks consisted of 48 probe
trials in which each of the 24 stimuli that
served as comparisons during training was
presented as the sample with the trigrams
wug, jom, and niz as comparisons. Thus all
possible symmetry-trial types were represent-
ed twice in each trial block. Symmetry blocks
included 72 baseline trials for a total of 120
trials. Feedback was never given for probe tri-
als, and for symmetry blocks, feedback was
also withheld for 12 of the baseline trials (dis-
tributed across baseline relations), which
maintained a 50% overall block-reinforce-
ment density.

Equivalence trial blocks consisted of 30
probe and 48 baseline trials. To maintain an
overall block-reinforcement density of 50%,
no feedback was provided for nine of the
baseline trials. On equivalence probe trials,
one of the baseline comparison stimuli was
the sample (e.g., D1) with one of the baseline
comparison sets as comparisons (e.g., H1,
H2, H3). There were 56 possible transitive re-
lations (i.e., 168 possible equivalence trials)
given the baseline training. However, to keep
these probes as similar as possible to those in
traditional stimulus-equivalence testing (i.e.,
procedures involving arbitrary stimuli), only
relations that involved stimuli without com-
mon class-relevant features were tested. For
example, if the sample stimulus was H1, for
which fill was the only class-consistent feature,
then only the D, F, G, or I stimulus sets
(which lack this feature) could serve as com-
parisons. The following 10 relations were test-
ed: DH, EI, FE, FG, GC, GI, HF, HG, IF, and
IH. This allowed each one- and two-feature
stimulus to serve as both a sample and com-
parison.

A third type of probe trial of interest was
made possible by the training structure. A
group of novel stimuli with new combinations

of the class-consistent and class-inconsistent
features served as comparisons. Table 1 pro-
vides a description of each novel probe stim-
ulus, and Figure 2 illustrates some represen-
tative novel probes (all stimuli are illustrated
on the website, http://people.uncw.edu/
galizio/galizio.htm—follow links to equiva-
lence research page). There were four sets of
novel stimuli that included just one class-con-
sistent feature (Sets J through M in Table 1),
one set for each feature (12 one-feature stim-
uli because each set included one stimulus
from each class, wug, jom, and niz). Figure 2
illustrates one of the one-feature wug-class
stimuli (upper left). Note that although this
stimulus shares the insert feature with several
of the wug-class training stimuli, its shape is
different from any used in baseline (cf. Fig-
ure 1). There were six sets of novel stimuli
with two class-consistent features (18 two-fea-
ture stimuli). These included one set of stim-
uli with fill and inserts, the two-feature com-
bination used in baseline (Set N in Table 1),
but with novel shapes, insert number, and in-
sert placements. The remaining two-feature
stimuli included combinations of class-consis-
tent features not used in baseline, such as in-
serts and appendages (see Figure 2 and Sets
O through S in Table 1). Similarly, four novel
three-feature stimulus sets (12 stimuli) were
used. Two included novel combinations of
class-consistent features (fill, inserts, and base
and fill, inserts, and appendages; Sets T and
U in Table 1 and see Figure 2 for an exam-
ple) and the other two involved combinations
of class-consistent features used in baseline
with novel irrelevant features (Sets V and W).
Finally, three new four-feature stimulus sets
(nine stimuli) were used to maintain relative
balance with the number of stimuli presented
with one-, two- and three-features. These in-
cluded all four class-consistent features, but
their shapes, outline thickness, position of in-
serts, and placement of appendages differed
from the baseline four-feature stimuli (Sets X
through Z in Table 1 and see Figure 2 for an
example). Thus there were a total of 51 novel
stimuli (17 from each class).

The format for a novel-stimulus probe trial
was similar to a baseline-training trial except
that feedback was never provided. The sam-
ple was always one of the nonsense syllables
and comparisons were three-choice arrays of
novel stimuli from one of the sets described



258 MARK GALIZIO et al.

Table 1

Description of stimuli used in Experiment 1. Each stimulus is defined in terms of the four
relevant features and two of the irrelevant features.

Stimulus
sets

Class 1

Fill Insert

Ap-
pend-
age Base Shape

Class 2

Fill Insert

Ap-
pend-
age Base Shape

Class 3

Fill Insert

Ap-
pend-
age Base Shape

Training stimuli
A
B(4F)
C(3F)
D(3F)
E(2F)

—
Scale
Scale

—
Scale

—
Bars
—

Bars
Bars

—
Loops
Loops
Loops

—

—
Irr
Irr
Irr
—

Wug
A2
G2
H1
F1

—
Stripe
Stripe

—
Stripe

—
Oval
—

Oval
Oval

—
Lines
Lines
Lines

—

—
Circ
Circ
Circ
—

Jom
C2
E2
B1
D1

—
Check
Check

—
Check

—
Dots
—

Dots
Dots

—
Curve
Curve
Curve

—

—
Sq
Sq
Sq
—

Niz
B1
F1
C2
G2

F(1F)
G(1F)
H(1F)
I(1f)

—
—

Scale
—

—
Bars
—
—

—
—
—

Loops

Irr
—
—
—

C2
E2
D1
B1

—
—

Stripe
—

—
Oval
—
—

—
—
—

Lines

Circ
—
—
—

A2
G2
F1
H1

—
—

Check
—

—
Dots
—
—

—
—
—

Curve

Sq
—
—
—

H1
D1
E2
A2

Novel stimuli
J(1F)
K(1F)
L(1F)
M(1F)

Scale
—
—
—

—
Bars
—
—

—
—

Loops
—

—
—
—
Irr

L1
P
S1
T2

Stripe
—
—
—

—
Oval
—
—

—
—

Lines
—

—
—
—

Circ

O1
R2
U1
V2

Check
—
—
—

—
Dots
—
—

—
—

Curve
—

—
—
—
Sq

M2
Q1
T2
S1

N(2F)
O(2F)
P(2F)

Scale
Scale
Scale

Bars
—
—

—
Loops

—

—
—
Irr

Q1
X2
W1

Stripe
Stripe
Stripe

Oval
—
—

—
Lines

—

—
—

Circ

W1
J1
Q1

Check
Check
Check

Dots
—
—

—
Curve

—

—
—
Sq

P2
K1
O1

Q(2F)
R(2F)
S(2F)
T(3F)
U(3F)

—
—
—

Scale
Scale

Bars
Bars
—

Bars
Bars

Loops
—

Loops
Loops

—

—
Irr
Irr
—
Irr

V2
U1
R2
O1
K1

—
—
—

Stripe
Stripe

Oval
Oval
—

Oval
Oval

Lines
—

Lines
Lines

—

—
Circ
Circ
—

Circ

T2
S1
P2
L1
I2

—
—
—

Check
Check

Dots
Dots
—

Dots
Dots

Curve
—

Curve
Curve

—

—
Sq
Sq
—
Sq

R2
V2
U1
W1
X2

V(3F)
W(3F)
X(4F)
Y(4F)
Z(4F)

Scale
—

Scale
Scale
Scale

—
Bars
Bars
Bars
Bars

Loops
Loops
Loops
Loops
Loops

Irr
Irr
Irr
Irr
Irr

M2
J1
I2
Y2
b1

Stripe
—

Stripe
Stripe
Stripe

—
Oval
Oval
Oval
Oval

Lines
Lines
Lines
Lines
Lines

Circ
Circ
Circ
Circ
Circ

X2
M2
K1
a1
d1

Check
—

Check
Check
Check

—
Dots
Dots
Dots
Dots

Curve
Curve
Curve
Curve
Curve

Sq
Sq
Sq
Sq
Sq

L1
I2
J1
Z2
c2

Note. Each letter designates a distinct shape (because more than 26 shapes were used, lowercase letters specify
different shapes than uppercase letters). Plus and minus signs refer to whether the shape outline was thick or thin,
respectively. Irr 5 irregular; Circ 5 circle; Check 5 checkered pattern; Sq 5 square; 1F, 2F, 3F, 4F 5 one feature,
two features, three features, four features.

Fig. 2. Some examples of novel probe stimuli used in
Experiment 1. The first row shows examples of stimuli
that represented novel combinations of relevant features.
The second row shows stimuli that represented novel
shapes and other irrelevant features. Abbreviations as in
Figure 1.

above and in Table 1 (e.g., J1, J2, and J3).
Trial blocks consisted of a total of 126 trials;
each one of the 54 novel stimulus tests was
interspersed with 72 baseline trials (nine per
baseline relation). To maintain a 50% rein-
forcement density for the block, nine base-
line trials had feedback omitted.

Phase 3: Sorting and rating task. At the end
of the computer testing of the final session,
subjects were given a sorting and rating task.
Each of the A-stimuli (i.e., wug, jom, and niz)
was printed on a separate sheet of paper. The
rest of the stimuli used for baseline training
were individually printed and pasted on card-
board squares. After placing the sheets on the
table in front of the subject, the experiment-
er gave the subject the cardboard squares
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Table 2

Number of trial blocks to criterion, total errors, and percentage baseline errors per oppor-
tunity (E/O) for each feature number for the subjects of Experiment 1.

Subject Criterion blocks Errors 1F E/O 2F E/O 3F E/O 4F E/O

1A
2A
3A
4A
5A

14
30
9
9

12

109
359
58
54
80

35
55
19
33
37

31
33
26
26
39

31
43
22
13
13

26
50
19
15
11

6A
1B
2B
3B
4B

9
9
9

19
8

56
59
39

210
26

30
37
27
49
16

26
30
26
58
17

20
11
4

37
13

22
19
4

40
4

5B
6B
1C
2C

12
9

13
14

37
52

111
96

19
28
40
33

8
15
36
38

6
20
22
13

8
26
33
21

3C
4C
5C
6C

11
11
8
9

85
96
33
42

35
40
17
30

39
42
50
30

29
30
8
2

24
27
4
4

Note. 1F, 2F, 3F, 4F 5 one feature, two features, three features, four features.

Fig. 3. Mean errors per opportunity as a function of
feature number for Experiment 1. Vertical bars indicate
standard error of the mean.

with instructions as follows: ‘‘Now, I’d like you
to sort these stimuli into the three catego-
ries.’’ After the subject had placed each of
cardboard squares on one of the three sheets,
the experimenter removed two of the sets of
sorted stimuli from the table and said,
‘‘Please arrange the stimuli from the most to
the least representative of the category. So,
arrange them from the best example on
down.’’ After recording the order of the first
stimulus set, the experimenter removed the

stimuli and the process was repeated with
each of the other sets.

RESULTS

Acquisition

Number of trial blocks required to meet
the initial acquisition criterion ranged from
8 to 30. Total number of trial blocks and er-
rors during initial acquisition are shown in
Table 2. The possibility of a typicality effect
in acquisition was assessed by analyzing errors
made in different trial types as a function of
number of class-consistent features. First, the
number of errors was summed independently
for trials with comparisons including one,
two, three, or four class-consistent features
(omitting errors made in the initial trial
block—these were omitted because we rea-
soned that there would be no basis for typi-
cality effects until a history of differential re-
inforcement was established). These sums
were then divided by the total number of tri-
als for each feature number to produce error
per opportunity scores for each subject. Table
2 shows these error scores at each feature
number for individual subjects and overall
means and standard errors are shown in Fig-
ure 3. A typicality effect would be indicated
by an inverse relation between errors and
number of class-consistent features, with the
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Fig. 4. Mean speed as a function of feature number
on baseline trials in Session 1 (black circles) and Session
2 (white circles) of Experiment 1. Vertical bars indicate
standard error of the mean.

Table 3

Percentage class-consistent responses on probe trials for
the subjects of Experiment 1.

Subject Symmetry Equivalence Novel probes

1A
2A
3A
4A
5A

100
94
98

100
100

100
90

100
100
100

99
98

100
100
98

6A
1B
2B
3B
4B

98
100
100
100
96

100
100
98
98
95

100
99
98

100
100

5B
6B
1C
2C

100
100
100
100

97
100
96
90

100
100
99

100
3C
4C
5C
6C

100
100
100
96

100
100
97
97

99
99
99
99

greater number of errors made on trials in-
volving the one- and two-feature stimuli rela-
tive to those with three- and four-feature stim-
uli as comparisons. A within-subjects analysis
of variance confirmed the significance of this
typicality effect with a main effect of feature
number, F(3, 51) 5 17.38, p , .01. Table 2
reveals that 16 out of the 18 subjects were
individually consistent with the averaged re-
sults in Figure 3.

Baseline Reaction Times

Reaction times (latency from the presen-
tation of the comparison stimuli to the sub-
ject’s response) were summed independently
for trials with comparisons of each feature
number and divided by total number of trials
in order to assess the possibility of typicality
effects on response speed. As is typical in
studies using reaction time measures, trials
on which the subject made an incorrect re-
sponse were excluded from the analyses. In
addition, all reaction time data from the ini-
tial baseline-trial block of both sessions were
excluded. Data from the first baseline trial
block of the experiment were of little interest
because this was the subject’s first exposure
to the conditional discriminations, and the
first block of the second session was excluded
to eliminate any ‘‘warm-up’’ effects. Because
latency distributions are often skewed, a re-
ciprocal transformation was used to convert
latencies to speed scores (responses per sec-
ond). Mean speeds for the group on Sessions
1 and 2 are shown in Figure 4. Reaction times
in the second session were consistently faster

than those obtained in the first session re-
gardless of the number of defining features,
F(1, 17) 5 8.22, p , .05. A typicality effect
was indicated by the slower speeds in re-
sponding to one- and two-feature stimuli rel-
ative to those for three- and four-feature stim-
uli, F(3, 51) 5 33.07, p , .01. These overall
means were generally representative of indi-
vidual subjects, because typicality effects (fast-
er responding to the three- and four-feature
stimuli) were observed in 14 out of 18 sub-
jects.

Symmetr y, Equivalence and Novel Probes

For all subjects, performance on symmetry
and equivalence probes demonstrated the
formation of equivalence classes. As summa-
rized in Table 3, class-consistent choices on
probe trials ranged from 94% to 100% for
symmetry probes and from 90% to 100% for
equivalence probes. As Table 3 also shows,
choices on novel probes were remarkably
class consistent, ranging from 98% to 100%.
Thus the equivalence classes demonstrated by
the symmetry and combined probes were not
limited to those stimuli directly involved in
baseline training, but also included novel
stimuli with one or more of the class-consis-
tent features.

Although each of the novel stimuli con-
trolled class-appropriate responding based on
the presence of class-consistent features, anal-
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Fig. 5. Mean speed as a function of feature number
on novel probe trials in Session 1 (black circles) and Ses-
sion 2 (white circles) of Experiment 1. Vertical bars in-
dicate standard error of the mean.

Fig. 6. Mean speed as a function of feature number
on novel probe trials for each subject in Experiment 1.

Fig. 7. Mean of the median typicality ratings pro-
duced following the stimulus sorting procedure of Ex-
periment 1. Vertical bars indicate standard error of the
mean (where no bar is visible, the SEM is smaller than
the data symbol).

ysis of response speed for novel probes sug-
gested that differential responding depended
on the number of relevant features. Figure 5
shows the mean speed of responding on nov-
el probe trials for Sessions 1 and 2 for each
level of feature number. As was true on base-
line trials, subjects reacted significantly more
rapidly in Session 2 than in their initial ses-
sion, F(1, 17) 5 7.21, p , .05. Typicality ef-
fects were apparent in both sessions with
speed directly related to the number of class-
consistent features, F(3, 51) 5 26.68, p , .01.
Individual subject speeds presented in Figure
6 confirm the occurrence of typicality effects
in a strong majority of the subjects.

Rating Task

Individual subjects’ rankings of the stimuli
for each class were assigned numbers from 1
to 8 (i.e., most typical 5 8; least typical 5 1)
and pooled across classes at each level of fea-
ture number. For example, the stimulus the
subject rated as most typical of Class 1 was
assigned a value of 8, the second most typical,
7, and so on. The median rating was then
determined for the three 4-feature stimuli,
the six 3-feature stimuli, the three 2-feature
stimuli and the twelve 1-feature stimuli. The
subjects’ mean of the median ratings and
standard error at each level of feature inclu-
sion are shown in Figure 7. There was a
strong positive relation between number of
features and typicality ratings, F(3, 51) 5
387.52, p , .01.
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DISCUSSION

Subjects in the present study were trained
on eight conditional discriminations that in-
volved 24 directly trained relations. The sym-
metry and equivalence probe performances
revealed the emergence of an additional 54
untrained relations consistent with the for-
mation of three, 8-member classes. However,
accurate performances on the novel probes
indicated that another 51 stimuli were class
members. It would appear that the inclusion
of one or more class-consistent features was
sufficient to result in class membership of a
novel stimulus. In principle, then, these clas-
ses were ‘‘open-ended’’; that is, any number
of stimuli could be included in the classes
without additional training if they possessed
one or more of the relevant features. Thus
subjects’ classification of the stimuli illustrat-
ed the important generative properties that
help to define natural language categories
(Harnad, 1996; Markman, 1989).

The typicality effects identified in the pre-
sent results are also consistent with findings
from natural language categories. There were
four different measures in which it was pos-
sible to observe typicality effects. These mea-
sures included baseline training errors, reac-
tion time to the baseline training stimuli,
reaction time to novel-probe stimuli, and ver-
bal rating of stimuli following the sorting
task. For each measure, typicality effects were
present—indexed by an inverse relation be-
tween number of class-consistent features and
errors and a direct relation between number
of class-consistent features and response
speed and ratings of typicality.

Certain features of Experiment 1 may com-
plicate interpretation. For example, it is as-
sumed that the differential reinforcement
provided during baseline training was critical
to the formation of the complex classes that
were observed. The relation between each of
the trigrams and the stimuli that became class
members was completely arbitrary, but the
need for differential reinforcement to pro-
duce control by the class-consistent features
might be questioned. Some class members
were physically similar to one another, and
stimulus generalization might be invoked to
explain common responding to these stimuli.
For example, although stimuli B1 and C1
(Figure 1) were shaped differently, they ap-

pear similar in many other respects and per-
haps the shape differences were insufficient
to make these stimuli discriminable. This sort
of argument appears to break down when ap-
plied to the one-feature stimuli (e. g., H1 ap-
pears more similar to E2 than to any of the
Class 1 stimuli), but it is possible that some
aspects of stimulus control in Experiment 1
might not have required the reinforcement
history provided. One of the purposes of Ex-
periment 2 was to replicate Experiment 1 un-
der conditions in which the likelihood of con-
trol by class-consistent features without
differential reinforcement could be assessed.

To evaluate the factors governing stimulus
classification without training, a sorting task
like that used in Experiment 1 was adminis-
tered prior to discrimination training in Ex-
periment 2. In addition, a new stimulus set
was created for Experiment 2. The Experi-
ment 2 stimuli had the same four class-con-
sistent features (appendages, base, fill, and
inserts) used in Experiment 1 but new vari-
ants of each feature were developed for Ex-
periment 2 and two new class-inconsistent
features were used (color of an inner circle
and color outside the circle), along with two
of the class-inconsistent features used in Ex-
periment 1 (shape and position of base). In
addition, three of the irrelevant features
(shape and the two colors) had only three
variants just as the class-consistent features
did, ruling out number of variants as a factor
that could bias classification.

Another methodological change in Exper-
iment 2 was a control for stimulus complexity
of the novel-probe stimuli. In Experiment 1,
reaction times were a function of number of
class-consistent features, and although this
may be interpreted as a typicality effect, num-
ber of relevant features also was confounded
with stimulus complexity. Although it may
seem counterintuitive, perhaps the overall
complexity of the stimuli (i.e., the number of
features per se), rather than the number of
class-consistent features, produced the reac-
tion time effects. In support of this possibility,
lexical decision studies have found that re-
sponse speeds to concrete nouns are directly
related to the number of features that sub-
jects associate with their referents (Pexman,
Holyk, & Monfils, 2003; Pexman, Lupker, &
Hino, 2002). Although these ‘‘number of fea-
tures’’ effects involve somewhat different pro-
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Fig. 8. Some examples of training and novel probe
stimuli used in Experiment 2. The first row shows the
three, 4-feature (prototype) stimuli used in baseline
training that illustrate the values of all four of the rele-
vant features (appendages [A], base [B], insert [I], and
fill [F]). The second row shows examples of the novel
probe stimuli equated for number of features. For ex-
ample, the leftmost stimulus shows a stimulus with one
relevant feature (fill) and illustrates the class-inconsistent
variants of the other critical features. The bottom row
shows examples of novel probe stimuli with unequal
numbers of features.

cedures than those used here, it may be that
the present results were due to the overall
number of features present rather than to the
number of relevant features. To control for
this possibility, novel probe stimuli that in-
cluded an equal number of features for each
stimulus were developed for Experiment 2.
To accomplish this, variants of the class-con-
sistent features were developed that were not
used during baseline training, but appeared
for the first time among the novel probes.
These new variants were not consistently as-
sociated with any of the classes, but were used
to equate stimuli for complexity—they were,
in effect, irrelevant versions of features that
were always class-consistent during baseline
training. So, for example, a one-feature novel
probe might possess one of the class-consis-
tent inserts, but would also have class-irrele-
vant appendages, base and fill. Thus the num-
ber of class-consistent features in this novel
probe set could be varied while holding the
overall complexity of the stimuli constant.

EXPERIMENT 2

Subjects and Apparatus

Subjects in Experiment 2 participated for
three, 1-hr sessions. No more than two ses-
sions were scheduled per day and all three
sessions were completed within a 7-day peri-
od. Apparatus and subject selection proce-
dures were as described in Experiment 1.
Twelve experimentally naive subjects served
in Experiment 2.

Procedure

Preliminary sorting task. Experimental pro-
cedures generally followed those of Experi-
ment 1 except that the sorting task was con-
ducted both at the outset of the experiment
and again after equivalence testing was com-
plete. The preliminary sorting task was con-
ducted to determine how subjects would cat-
egorize the stimuli to be used in baseline
training of Experiment 2 (described below)
before the conditional discrimination train-
ing history. Instructions and procedures were
the same as in Experiment 1 except that after
placing each of the stimulus cards on one of
the blank sheets of paper, the task ended
without requiring subjects to rank order stim-
uli with respect to typicality.

Baseline training. As in Experiment 1, eight

conditional discriminations were simulta-
neously trained using a one-to-many structure
with one of the nonsense syllables (wug-A1,
jom-A2, niz-A3) serving as the sample and
one of the eight stimulus sets (B through I)
providing the three comparisons. (See Ap-
pendix for a description of the stimuli and
Figure 8 for illustration of a subset. All base-
line and probe stimuli are illustrated on the
website, http://people.uncw.edu/galizio/
Galizio.htm—follow links to equivalence re-
search page.) These stimuli differed with re-
spect to eight possible features, and as in
Experiment 1, four of them (fill, inserts, ap-
pendages, and bases) were related to the con-
tingencies in a class-consistent fashion; choice
of each of the three variants was reinforced
following wug, jom, or niz samples, respec-
tively. For example, Class 1 stimuli (those
whose selection was reinforced when the sam-
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ple was ‘‘wug’’) had a striped fill in a circle
situated in the center of each figure, a curved
line with two dots as a insert (Yin), pairs of
lines resembling a ‘‘V’’ as appendages
(Twin), and an irregularly shaped base (Irr;
see Appendix and Figure 8 for more details).
There were four class-inconsistent features
and each of these also had three variants that
were inconsistently associated with wug, jom,
or niz samples: the shape of the figure (see
Figure 8), the color of a circle situated in the
center of each figure (green, yellow, or pur-
ple–inside), the color that filled the shape
outside the circle (blue, taupe, or orange–
outside) and clock position of base (2:00,
7:00, or 11:00). The same eight combinations
of the four defining features used in Experi-
ment 1 made up the baseline training. Again,
these eight combinations were arranged such
that each defining feature was presented an
equal number of times to control for the
amount of experience with each feature. Trial
block arrangement and criteria required to
move to the probe-testing phase of the ex-
periment were the same as in Experiment 1.

Symmetry, equivalence, and novel probes. The
main departure from the procedures of Ex-
periment 1 was that two types of novel probe
stimuli were developed. The first type closely
followed the strategy used before of repre-
senting each combination of class-consistent
features (see Appendix and Figure 8). For ex-
ample, one-feature stimuli included three or
four of the irrelevant features (shape, color
of inner circle, color of outside circle, and
position of the base, if one was present) and
one of the four class-consistent features. As in
Experiment 1, each block of trials included
three exposures to each of the four 1-feature
comparison sets and each of the four possible
three-feature combination sets (one with
each of the three samples). Only four of the
six possible two-feature combinations were
used and one novel four-feature set was de-
veloped. Thus there were a total of 13 com-
parison sets composed of 39 novel stimuli.

A second group of novel-probe stimuli was
designed to control for unequal number of
total features. Each stimulus of this type had
some variant of all eight possible features. So,
for example, a one-feature comparison from
the ‘‘equal feature’’ set included only one
class-consistent feature (e.g., fill), but also
had a base, appendages and an insert that

were not consistently associated with any of
the three classes (see Figure 8 and Appen-
dix). In this way, number of class-consistent
stimuli was varied while holding overall stim-
ulus complexity constant. The equal-feature
novel probe sets were constructed in the
same way as the unequal feature sets, so there
were 13 equal-feature comparison sets with 39
novel stimuli. In both equal and unequal fea-
ture sets, irrelevant features for some stimuli
used novel combinations of the values used
in training, but in order to make the novelty
of these stimuli more distinctive, other stim-
uli used shapes and colors not seen in train-
ing (see Appendix). Trial blocks for both nov-
el probe types consisted of the 39 probe trials
intermixed with 48 baseline trials and 36 of
them were reinforced, producing an overall
reinforcement rate of 41%.

On any given session, subjects received a
block of one of the novel probe types im-
mediately upon mastering the baseline train-
ing steps (6 received the unequal feature
number block first, and 6 received the equal
feature number block first). Completion of
the first novel probe block was followed by a
symmetry probe block, an equivalence probe
block, and then novel probe blocks of both
types were alternated for the duration of the
session. Because of the additional novel
probe set used in Experiment 2, subjects were
tested for three 50-min sessions. Each session
began with baseline trial blocks and, after cri-
terion was met, probe-trial blocks were pre-
sented in the sequence described above until
50 min had elapsed in the first two sessions,
and until 40 min had elapsed for the third
session, after which the sorting and rating
task was administered.

Posttraining sorting and rating task. Procedures
were the same as those of Experiment 1.

RESULTS AND DISCUSSION

Acquisition

Total number of trial blocks and errors
during baseline acquisition are shown in Ta-
ble 4, and mean errors per opportunity are
presented as a function of feature number in
Figure 9. All 12 subjects met the acquisition
criterion at a rate comparable to those of Ex-
periment 1 (trial blocks to criterion ranged
from 5 to 23). Figure 9 shows that, as in Ex-
periment 1, errors decreased inversely with
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Table 4

Number of trial blocks to criterion, total errors and baseline percentage errors per opportu-
nity (E/O) for each feature number for the subjects of Experiment 2.

Subject Criterion blocks Errors 1F E/O 2F E/O 3F E/O 4F E/O

1
2
3
4

8
5

22
23

51
16

133
141

71
38
47
49

71
37
54
61

58
36
40
18

67
33
20
07

5
6
7
8

13
8

11
9

86
53
65
52

65
62
31
48

37
65
57
54

62
34
42
28

36
55
07
37

9
10
11
12

6
5

16
6

28
17

130
25

33
41
58
44

31
20
50
17

15
20
58
42

38
37
40
16

Note. 1F, 2F, 3F, 4F 5 one feature, two features, three features, four features.

Fig. 9. Mean errors per opportunity as a function of
feature number for Experiment 1. Vertical bars indicate
standard error of the mean.

Fig. 10. Mean speed as a function of feature number
on baseline trials in Session 1 (black circles), Session 2
(white circles), and Session 3 (triangles) of Experiment
2. Vertical bars indicate standard error of the mean.

the number of class-consistent features in the
comparison stimuli, F(3, 33) 5 4.14, p , .05.
This typicality effect was clearly evident at the
individual subject level with all subjects mak-
ing fewer errors to four- and three-feature
stimuli than to one- and two-feature stimuli
(see Table 4).

Baseline Reaction Times

Figure 10 presents mean response speeds
for baseline trials across the three sessions of
Experiment 2. There was a significant effect
of feature number with increased speeds as-
sociated with more class-consistent features,
F(3, 33) 5 18.72, p , .01. Response speeds
also increased across sessions, F(2, 22) 5
13.24, p , .01, but as Figure 10 shows, in the
first session responding was slowest with the
one- and two-feature stimuli and increased in
linear fashion to three- and four-feature stim-

uli. On the second and third sessions, the ef-
fect was largely based on slower responding
to the one-feature stimuli. A significant Ses-
sion X feature number interaction, F(6, 66)
5 8.45, p , .01, was consistent with this in-
terpretation.

Symmetr y, Equivalence and Novel Probes

All subjects showed high levels of accuracy
(class-consistent responding) on symmetry,
equivalence, and both types of novel probes
(Table 5). Figure 11 shows response speeds
as a function of number of class-consistent
features for both novel probe types averaged
across subjects and sessions (few subjects
completed both equal- and unequal-feature
probe types within a session, so comparisons
across sessions were not meaningful. Howev-
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Table 5

Percentage class-consistent responses on probe trials for
Experiment 2.

Subject Symmetry Equivalence
Novel-
equal

Novel-
unequal

1
2
3
4

97
100
90
88

98
100
92
88

98
96
85
78

99
96
83
78

5
6
7
8

100
98

100
100

90
100
100
100

94
100
99
98

92
100
99

100
9

10
11
12

100
99
98

100

100
99
94

100

100
97
90
99

100
99
90
99

Fig. 11. Mean speed as a function of feature number
on novel probe trials with unequal total features (top
panel) and equal total features (bottom panel) for Ex-
periment 2. Vertical bars indicate standard error of the
mean.

Fig. 12. Mean speed as a function of feature number
on novel probe trials (equal and unequal probe types
combined) for each subject in Experiment 2.

er, each subject completed at least two blocks
with each probe type). The top panel of Fig-
ure 11 shows speeds for unequal-feature
probe types and provides some evidence of
typicality effects with fastest responding evi-
dent for four-feature comparisons and slowest
for one-feature stimuli, F(3, 33) 5 10.57, p ,
.01. Performances on the equal-feature probe
types, new to Experiment 2, are shown in the
bottom panel of Figure 11, and also revealed
strong evidence of typicality effects, F(3, 33)
5 46.52, p , .01. In fact, results from the
equal-feature probe trials provided the most
linear typicality function of any of the speed
analyses, largely due to slower responding for
the one-feature stimuli than in the analyses
involving comparisons with unequal features.
Individual subject speeds for novel probes
(collapsed across probe type) are presented
in Figure 12 and evidence of typicality effects
is present for every subject.

Pre- and Posttraining Sorting and Rating
Tasks

Prior to training, none of the subjects sort-
ed the stimuli on the basis of the features that
were to be designated as class-consistent
when training began. Many subjects appeared
to sort the stimuli on the basis of one of the
colors, a few used one or more of the class-
consistent features as a basis for sorting, and
in other cases it was not possible to determine
any particular pattern. In order to analyze the
subject’s pretraining sorts, each stack was ex-
amined to determine which stimulus class
had the highest number of exemplars and



267TYPICALITY EFFECTS

Table 6

Percentage and number (in parenthesis) of class-consistent items of items sorted in each class
per- and posttraining.

Subject Pre-WUG Pre-JOM Pre-NIZ Pre-avg Post-Wug Post-JOM Post-NIZ Post-avg

1

2

33.33
(2)

37.50
(3)

33.33
(2)

37.50
(3)

33.33
(4)

37.50
(3)

33.33
(2.7)
37.50
(3.0)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8.0)

100.00
(8.0)

3

4

37.50
(3)

55.56
(3)

37.50
(3)

50.00
(4)

37.50
(3)

44.44
(5)

37.50
(3.0)
50.00
(4.0)

87.50
(7)
62.50
(5)

87.50
(8)
77.78
(5)

100.00
(7)
71.43
(7)

91.67
(7.3)
70.57
(5.7)

5

6

37.50
(3)

28.57
(2)

37.50
(3)

50.00
(5)

37.50
(3)

55.56
(4)

37.50
(3.0)
44.71
(3.7)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8.0)

100.00
(8.0)

7

8

33.33
(4)

50.00
(8)

33.33
(2)

100.00
(4)

33.33
(2)

100.00
(4)

33.33
(2.7)
83.33
(5.3)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8.0)

100.00
(8.0)

9

10

33.33
(4)

71.43
(4)

33.33
(2)

66.67
(5)

33.33
(2)

36.36
(4)

33.33
(2.7)
58.15
(4.3)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8)

100.00
(8.0)

100.00
(8.0)

11

12

Mean

37.50
(3)

33.33
(4)

40.74

37.50
(3)

33.33
(2)

45.83

37.50
(3)

33.33
(2)

43.31

37.50
(3.0)
33.33
(2.7)
43.29

100.00
(8)

100.00
(8)
95.83

100.00
(8)

100.00
(8)
97.11

100.00
(8)

100.00
(8)
97.62

100.00
(8.0)

100.00
(8.0)
96.85

Fig. 13. Mean of the median typicality ratings pro-
duced following the stimulus sorting procedure of Ex-
periment 2. Vertical bars indicate standard error of the
mean (where no bar is visible, the SEM is smaller than
the data symbol).

that class was designated as ‘‘correct’’ for that
stack. Thus random responding with respect
to class-consistent features yielded 33.3% cor-
rect (the lowest possible score given the anal-
ysis) and class-consistent sorting produced
100% correct. As Table 6 shows, 8 of the 12

subjects’ sorts resulted in accuracy levels be-
tween 33% and 38%. Only 1 subject (Subject
8) showed a bias toward class-consistent re-
sponding prior to training (83.3% correct).
Subject 8 placed each of the stimuli with
identical bases in stacks, but put all 12 re-
maining stimuli in one of the three stacks, so
even in this case high percentage was not in-
dicative of control by any of the class-consis-
tent features except for the base.

In contrast, 11 of the 12 subjects showed
strong evidence of class-consistent sorting af-
ter training, and 10 of the 12 had 100% cor-
rect after training. In each of these cases, all
eight of the stimuli for each class were cor-
rectly placed together (although it should be
noted that 1 subject was quite inaccurate at
70.6% and was excluded from the subsequent
typicality rating analysis). These data provide
evidence that the stimulus classes defined by
the conditional discrimination training did
not generally control responding until after
that training had been provided. Finally, Fig-
ure 13 shows the results of the typicality rat-
ings and reveals a strong linear relation be-
tween number of class-consistent features and
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judgments of typicality, F(3, 33) 5 66.66, p ,
.01. In summary, the results of Experiment 2
closely paralleled those of Experiment 1 and
showed that the effects were replicable with
a different stimulus set in which the relevant
and irrelevant stimulus features were bal-
anced.

GENERAL DISCUSSION

The stimulus classes that came to control
responding in the present studies were of in-
terest, in part, because they included both
stimuli that were perceptually related (differ-
ent abstract shapes with common features)
and stimuli that were arbitrarily related (non-
sense syllables and shapes). These classes thus
shared some of the relational properties of
natural lexical or family resemblance catego-
ries (Rosch & Mervis, 1975; Wittgenstein,
1953/1999). For example, like word refer-
ents, the abstract class members studied here
often had one feature (and sometimes two,
three, or four features) in common with one
another, but no features were common to all
items. In the present study, such family re-
semblance stimulus classes were shaped
through the contingencies of a one-to-many
matching-to-sample procedure.

Importantly, not all of the observed stimu-
lus relations were directly trained. For ex-
ample, symmetry probes revealed that sub-
jects chose the class-consistent nonsense
syllable when one of the abstract stimuli was
presented as a sample (although the non-
sense syllables never served as comparisons
nor the abstract stimuli as samples in train-
ing). Equivalence probes also showed that
when one of the abstract stimuli was present-
ed as a sample, it occasioned selection of a
class-consistent stimulus, even when the two
had no common features (in all equivalence
probe trials, stimuli were programmed such
that the sample and class-consistent compar-
ison shared no relevant features). Thus the
three stimulus classes that emerged in both
studies showed the defining properties of
equivalence classes (Sidman, 1994; Sidman &
Tailby, 1982). Although the relations between
the nonsense syllables and the shapes were
arbitrary, the family resemblances among the
shapes in each class led to the emergence of
numerous additional untrained relations ob-
served on novel probe tests. In both experi-

ments, novel stimuli with at least one of the
relevant features were reliably selected when
the class-consistent nonsense syllable was the
sample. As noted above, the open-ended fea-
ture of these classes provides a model of the
generative capacity of lexical classes by per-
mitting the subject to behave adaptively (in
accord with past contingencies) in response
to a novel stimulus—a simple type of ‘‘sym-
bolic theft’’ or category-based induction (see
Harnad, 1996; Markman, 1989; Murphy,
2002).

Fields and his colleagues (e.g., Fields,
Reeve, Adams, Brown, & Verhave, 1997;
Fields, Reeve, Adams, & Verhave, 1991; see
Fields & Reeve, 2000, for a review) previously
have demonstrated that novel stimuli closely
related on a physical dimension to equiva-
lence-class members may be included in the
class through primary stimulus generaliza-
tion. Like the classes observed in the present
study, these generalized equivalence classes
also may be described as open-ended, but an
important difference is that class formation
in the present study cannot be accounted for
completely in terms of primary stimulus gen-
eralization. Because class members did not al-
ways share physical features (see Figures 1, 2,
and 8), they were often quite dissimilar. The
pretraining sort procedure used in Experi-
ment 2 showed that subjects did not classify
the stimuli according to the experimenter-de-
fined classes before conditional discrimina-
tion contingencies were applied, and this pro-
vided direct evidence that class membership
did not involve primary stimulus generaliza-
tion. Pretraining sorts were controlled by
overall stimulus similarity in which shape and
color were critical determinants, but in post-
training sorts as well as matching-to-sample
performances the presence of even a single
relevant feature was sufficient to override
stimulus similarity on all other dimensions.
Rather, particular features came to control re-
sponding after a history of differential rein-
forcement training, as has been described for
feature classes in nonhumans (e.g., Herrn-
stein, 1990; Lea, 1984). During that training,
features that were distributed across classes
lost whatever initial control they had over re-
sponding (i.e., relative to the presort), and
stimulus control developed for the features
that were class consistent (abstraction). As
Herrnstein (1984) put it: ‘‘besides shaping re-
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sponse topographies, reinforcement appears
also to shape perceptual features. From the
available stimulus dimensions, differential re-
inforcement selects those that differentiate
positive and negative instances’’ (p. 254).
Thus reinforcement selects particular stimu-
lus control topographies (see McIlvane, Ser-
na, Dube, & Stromer, 2000). The stimulus
classes in the present study might be de-
scribed as a merger between feature and
equivalence classes established simultaneous-
ly through discrimination training. Although
discrimination training was necessary to
bring selection under the control of the rel-
evant features, the classes demonstrated here
still might be referred to as generalized equiv-
alence classes in keeping with Keller and
Schoenfeld’s (1950) definition of stimulus
classes/concepts that included relations be-
tween class members based on acquired sim-
ilarity or equivalence as well as primary gen-
eralization.

Few studies have investigated classes with
these mixed properties. Astley and Wasser-
man (1996) conducted experiments in which
mergers of perceptually distinct feature clas-
ses were demonstrated in children. Children
were exposed to four sets of perceptually re-
lated items and learned to make one re-
sponse to two of the sets and another re-
sponse to the other two. Novel stimuli from
the same perceptual classes were responded
to in class-appropriate ways. The present re-
sults were consistent with those of Astley and
Wasserman and extended their findings by
adding equivalence tests and by including
stimuli that did not share features and that
varied in the number of relevant features.
This last aspect of the present study allowed
the analysis of typicality effects.

Typicality effects are commonly observed
in lexical and artificial categories and involve
relations in which speed of learning, number
of errors, speed of responding (reaction
time), and judgments of exemplariness de-
pend on number of category-relevant fea-
tures or properties (e.g., Murphy, 2002;
Rosch, 1978). The present studies demon-
strated these same typicality effects in contin-
gency-shaped generalized equivalence classes.
For example, in both studies the number of
errors was inversely related to the number of
relevant features during conditional discrim-
ination training. Response speeds were di-

rectly related to the number of relevant fea-
tures both for the training stimuli and for
novel probe stimuli. Further, in Experiment
2 the relation was demonstrated for novel
probes even when stimulus complexity was
equated for stimuli varying in the number of
class-defining features. Finally, subjects’ judg-
ments of exemplariness showed the same di-
rect relation. In sum, all major dependent
variables that traditionally have been consid-
ered as measures of typicality were related to
number of relevant features in the classes
studied here.

It should be noted that the determinants
of typicality effects in the present study may
well be different than those in lexical classes.
In fact, there are certainly multiple determi-
nants of typicality ratings in language cate-
gories, because not all typicality effects are
correlated with number of relevant features
(e.g., the number ‘‘7’’ is judged to be a better
exemplar of the category of odd numbers
than the number ‘‘91,’’ Armstrong, Gleitman
& Gleitman, 1983). The three measures of
typicality obtained in the present study may
have different sources as well. For example,
error rates may simply reflect differential ac-
quisition of particular features. Once one fea-
ture (e.g., ‘‘inserts’’) has come to control re-
sponding, then four-, three-, and two-feature
training comparisons with inserts may be cor-
rectly classified even though the other rele-
vant features have yet to acquire control over
responding. Alternatively, the reaction time
results might reflect visual search such that
one of the relevant features is more quickly
identified in stimuli with multiple critical fea-
tures. Neither of the above accounts appears
likely to explain the rating data. An advantage
of the present procedures is that they could
be altered to provide an experimental evalu-
ation of explanations like those offered
above. Thus typicality effects may be viewed
as products of a particular training history
rather than as properties of a mental struc-
ture.

The present experiments add to a growing
body of literature that shows that effects ob-
served in natural lexical categories can be ob-
served and studied in the laboratory using
the various methodologies that have been de-
veloped in the behavioral analysis of stimulus
relations and stimulus equivalence. For ex-
ample, phenomena such as semantic priming
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(Hayes & Bisset, 1998), category clustering in
free recall (Galizio, Stewart, & Pilgrim, 2001),
fast lexical mapping (Wilkinson, Dube, &
McIlvane, 1996), transformation of function
(Barnes & Keenan, 1993; Dougher, August-
son, Markham, Greenway, & Wulfert, 1994;
Green, Sigurdardottir, & Saunders, 1991),
and class-consistent sorting (Pilgrim & Gali-
zio, 1996), as well as the generative emer-
gence of new stimulus relations (see Sidman,
1994, for a review) have all been demonstrat-
ed with equivalence-class methodologies. The
data presented here add the emergence of
novel relations based on abstracted stimulus
features and observation of typicality effects
to the list of similarities that support the util-
ity of these approaches to the analysis of lan-
guage and categorization. These studies are
best understood as preliminary approaches to
explore the value of a contingency-based ac-
count of effects such as category-based induc-
tion and typicality, and it remains to be seen
whether the account developed can be ex-
tended to interpret the various empirical and
theoretical problems associated with these
complex phenomena (Harnad, 1996; Mar-
golis & Laurence, 1999; Murphy, 2002). Al-
though the type of account developed here is
preliminary, it seems promising and illus-
trates a functional alternative to more tradi-
tional structural accounts of concepts.
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APPENDIX

Description of stimuli used in Experiment 2.

Stimuli

Array Class

Critical features

Fill Insert Appendages Base

Irrelevant features

Shape
Color
(O)

Color
(I)

Base
position

Training stimuli
B(4F)

C(3F)

WUG
JOM
NIZ
WUG
JOM

Stripe
Dots
Check

—
—

Yin
Bars
Star
Yin
Bars

Twin
Wavy
Fork
Twin
Wavy

Irr
Diam
Ears
Irr
Diam

A
A
B
A
C

Orange
Taupe
Blue
Blue
Orange

Yellow
Purple
Green
Purple
Yellow

11
7

11
2

11

D(3F)

E(2F)

NIZ
WUG
JOM
NIZ
WUG

—
Stripe
Dots
Check
Stripe

Star
Yin
Bars
Star
—

Fork
Twin
Wavy
Fork
—

Ears
—
—
—

Irr

B
B
B
C
B

Orange
Blue
Blue
Taupe
Taupe

Green
Green
Green
Purple
Green

11
—
—
—
11

F(1F)

G(1F)

JOM
NIZ
WUG
JOM
NIZ
WUG

Dots
Check

—
—
—
—

—
—
—
—
—
—

—
—
—
—
—
—

Diam
Ears
Irr
Diam
Ears
Irr

A
A
B
A
C
C

Blue
Blue
Taupe
Orange
Taupe
Blue

Purple
Yellow
Purple
Yellow
Purple
Yellow

2
7
7
2
2

—

H(1F)

JOM
NIZ
WUG
JOM

—
—

Stripe
Dots

—
—
—
—

—
—
—
—

Diam
Ears
—
—

B
C
A
C

Orange
Orange
Orange
Taupe

Green
Green
Yellow
Purple

—
—
—
—

I(1F)
NIZ
WUG
JOM
NIZ

Check
—
—
—

—
—
—
—

—
Twin
Wavy
Fork

—
—
—
—

B
C
C
A

Taupe
Orange
Taupe
Blue

Purple
Green
Yellow
Yellow

—
—
—
—

Novel stimuli: unequal features
J(1F)

K(1F)

WUG
JOM
NIZ
WUG
JOM

—
—
—

Stripe
Dots

—
—
—
—
—

—
—
—
—
—

Irr
Diam
Ears
—
—

A
B
C
B
C

Taupe
Blue
Blue
Blue
Taupe

Yellow
Yellow
Yellow
Purple
Purple

11
7
7

—
—

L(1F)

M(1F)

NIZ
WUG
JOM
NIZ
WUG

Check
—
—
—
—

—
Yin
Bars
Star
—

—
—
—
—

Twin

—
—
—
—
—

B
C
C
C
A

Orange
Orange
Taupe
Taupe
Blue

Yellow
Green
Green
Green
Green

—
—
—
—
—

N(2F)

JOM
NIZ
WUG
JOM

—
—

Stripe
Dots

—
—
—
—

Wavy
Fork
—
—

—
—

Irr
Diam

B
A
C
A

Orange
Blue
Orange
Blue

Purple
Purple
Yellow
Yellow

—
—
11
7

O(2F)

P(2F)

NIZ
WUG
JOM
NIZ
WUG

Check
Stripe
Dots
Check

—

—
—
—
—

Yin

—
Twin
Wavy
Fork
—

Ears
—
—
—

Irr

B
D
E
F
F

Blue
Multi
Brown
Multi
Brown

Purple
Blue
Red
Orange
Orange

11
—
—
—
11

Q(2F)

JOM
NIZ
WUG
JOM
NIZ

—
—
—
—
—

Bars
Star
Yin
Bars
Star

—
—

Twin
Wavy
Fork

Diam
Ears
—
—
—

D
D
E
F
E

Gray
Brown
Multi
Multi
Gray

Blue
Blue
Red
Orange
Red

2
2

—
—
—

R(3F)

S(3F)

WUG
JOM
NIZ
WUG
JOM
NIZ

—
—
—

Stripe
Dots
Check

Yin
Bars
Star
Yin
Bars
Star

Twin
Wavy
Fork
Twin
Wavy
Fork

Irr
Diam
Ears
—
—
—

B
B
B
A
A
C

Taupe
Orange
Taupe
Taupe
Blue
Orange

Purple
Purple
Green
Green
Green
Yellow

7
2
2

—
—
—
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APPENDIX

(Continued)

Stimuli

Array Class

Critical features

Fill Insert Appendages Base

Irrelevant features

Shape
Color
(O)

Color
(I)

Base
position

T(3F) WUG
JOM
NIZ

Stripe
Dots
Check

Yin
Bars
Star

—
—
—

Irr
Diam
Ears

F
D
D

Gray
Brown
Multi

Blue
Blue
Red

7
2

11
U(3F)

V(4F)

WUG
JOM
NIZ
WUG

Stripe
Dots
Check
Stripe

—
—
—

Yin

Twin
Wavy
Fork
Twin

Irr
Diam
Ears
Irr

E
F
E
H

Gray
Multi
Brown
Orange

Red
Red
Orange
Purple

2
11
11
8

JOM
NIZ

Dots
Check

Bars
Star

Wavy
Fork

Diam
Ears

I
G

Taupe
Orange

Yellow
Green

5
5

Novel stimuli: equal features
W(1F)

X(1F)

WUG
JOM
NIZ
WUG
JOM

Bric
Bric
Bric
Bric
Bric

Cres
Cres
Cres
Yin
Bars

Twin
Wavy
Fork
Arr
Arr

Circ
Circ
Circ
Circ
Circ

G
H
G
I
I

Blue
Orange
Blue
Orange
Taupe

Green
Purple
Purple
Green
Green

5
1
8
8
5

Y(1F)

Z(1F)

NIZ
WUG
JOM
NIZ
WUG

Bric
Stripe
Dots
Check
Bric

Star
Cres
Cres
Cres
Cres

Arr
Arr
Arr
Arr
Arr

Circ
Circ
Circ
Circ
Irr

I
H
I
H
G

Blue
Blue
Taupe
Orange
Taupe

Purple
Purple
Purple
Yellow
Yellow

8
1
1
8
5

AA(2F)

JOM
NIZ
WUG
JOM
NIZ

Bric
Bric
Stripe
Dots
Check

Cres
Cres
Cres
Cres
Cres

Arr
Arr
Arr
Arr
Arr

Diam
Ears
Irr
Diam
Ears

H
I
I
G
H

Blue
Blue
Orange
Blue
Blue

Yellow
Yellow
Yellow
Yellow
Purple

1
5
8
1
5

BB(2F)

CC(2F)

WUG
JOM
NIZ
WUG
JOM

Bric
Bric
Bric
Bric
Bric

Yin
Bars
Star
Yin
Bars

Twin
Wavy
Fork
Arr
Arr

Circ
Circ
Circ
Irr
Diam

E
F
E
F
D

Multi
Multi
Gray
Brown
Gray

Red
Orange
Red
Orange
Blue

1
8
8
5
1

DD(2F)

EE(3F)

NIZ
WUG
JOM
NIZ
WUG

Bric
Strip
Dots
Check
Bric

Star
Cres
Cres
Cres
Yin

Arr
Twin
Wavy
Fork
Twin

Ears
Circ
Circ
Circ
Irr

D
D
E
F
H

Brown
Multi
Brown
Multi
Taupe

Blue
Blue
Red
Orange
Purple

8
5
5
5
1

FF(3F)

JOM
NIZ
WUG
JOM
NIZ

Bric
Bric
Stripe
Dots
Check

Bars
Star
Yin
Bars
Star

Wavy
Fork
Twin
Wavy
Fork

Diam
Ears
Circ
Circ
Circ

H
G
G
G
I

Orange
Taupe
Taupe
Blue
Orange

Purple
Green
Green
Green
Yellow

8
8
5
1
5

GG(3F)

HH(3F)

WUG
JOM
NIZ
WUG
JOM

Stripe
Dots
Check
Stripe
Dots

Yin
Bars
Star
Cres
Cres

Arr
Arr
Arr
Twin
Wavy

Irr
Diam
Ears
Irr
Diam

F
D
D
E
F

Gray
Brown
Multi
Gray
Multi

Blue
Blue
Red
Orange
Red

1
1
5
8
5

II(4F)
NIZ
WUG
JOM
NIZ

Check
Stripe
Dots
Check

Cres
Yin
Bars
Star

Fork
Twin
Wavy
Fork

Ears
Irr
Diam
Ears

E
D
E
F

Brown
Brown
Gray
Gray

Orange
Red
Orange
Blue

1
8
8
5

Note. Abbreviations: Check (checkerboard pattern), Stripe (striped pattern), Dots (small dots in pattern color), Yin
(yin-yang symbol), Bard (three horizontal bars with a fourth bar crossing through them), Star (starburst image), Twin
(v-shaped appendages), Wavy (curved lines), Fork (lines ending in three branches), Irr (irregularly shaped base),
Diam (diamond-shaped base), Ears (base with two ear-like points), Bric (brick pattern), Arr (arrow-shaped append-
ages), Cres (crescent shaped insert), Circ (circle base). Letters A-H in shape column refer to the eight different
shape outlines used. Color (O) refers to the color of the shape outside the center circle, and Color (I) refers to the
color inside the circle. Base position labels the point at which the base was attached to the shape using the hands of
the clock as a reference. 1F, 2F, 3F, 4F 5 one feature, two features, three features, four features.


